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Intensive computing techniques for applications
needing specialised hardware
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DEEP HybridDataCloud

Hybrid DataCloud

® Designing and Enabling E-Infrastructures for intensive

data Processing in a Hybrid DataCloud

e Started as a spin-off project (together with eXtreme

DataCloud - XDC) from INDIGO-DataCloud
technologies

e H2020 project, EINFRA-21 call
® Runs November 1st 2017 — April 2020

® 9 academic partners + 1 industrial partner:

o CSIC, LIP, INFN, PSNC, KIT, UPV, CESNET, IISAS,

HMGU, Atos
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DEEP-HybridDataCloud

(0

Hybrid DataCloud

P

Goal: prepare a new generation of e-Infrastructures that
harness latest generation technologies, supporting deep
learning and other intensive computing techniques to
exploit very large data sources

Global objective: promote the use of intensive computing

services by different research communities and areas, and
the support by the corresponding e-Infrastructure
providers and open source projects

Ease and lower the entry barrier for non-skilled scientists

O
O

Transparent execution on e-Infrastructures

Build ready to use modules and offer them through a
catalog or marketplace

Implement common software development
techniques also for scientist’s applications (DevOps)

WP3 - Testbed and Integration
with EOSC services

Lead by LIP

)

|

WP6 — DEEP as a Service
Lead by CSIC

WP1 - Project Management & Exploitation

Lead by CSIC J




DEEP architecture

https://dcache-xdc.desy.de:3880/
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https://onezone.cloud.cnaf.infn.it

Hybrid DataCloud
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https://a4c.ncg.ingrid.pt/
https://github.com/deephdc/
https://cloud.docker.com/u/deephdc/
https://iam.deep-hybrid-datacloud.eu/
https://paas.cloud.cnaf.infn.it/orchestrator/
https://im.deep-hybrid-datacloud.eu:8800/
https://cereus.man.poznan.pl/horizon
https://portal.cloud.ifca.es/
https://cereus.man.poznan.pl/mesos
https://mesos.ui.sav.sk/mesos-web/
https://dcache-xdc.desy.de:3880/
https://onezone.cloud.cnaf.infn.it/

DEEP core components

Hybrid DataCloud

Component Workpackage
Kubernetes WP4 Documentation N\ /
. . User communities
Mesos/Marathon/ Chronos WP4 Confi guration WP2
OpenStack nova-Ixd WP4 Deployment >$ %
udocker WP4 = >
3|3 JWE
Paa$S Orchestrator WP5 Q| |5 > |3
Development g = wps = |3
Orchent WP5 & U pst ream S |a o S?D'
("
Infrastructure Manager WP5 Contribution
CLUES-indigo WPS5
Development
TOSCA types and templates WP5, WP6 >\/ WP4,5,6 \/{
Monitoring System WPS5
CloudProviderRanker WP5
Cloud Information Provider WP5
INDIGO Virtual Router WP5
Alien4Cloud - DEEP WP6
DEEPaaS API WP6 5




IaaS components

Hybrid DataCloud

udocker: improve support of GPUs, improve support of low latency
interconnects (Infiniband)

Openstack: nova-Ixd - add/improve support of GPUs
Mesos/Marathon/Chronos: authn/authz with oidc/oauth,
documentation/configuration support for GPUs and Infiniband,
recipes for on-demand deployments.

Kubernetes: same as mesos

HPC Integration Tools: Provides the way to access HPC resources
from the PaaS Orchestrator - containers in HPC through udocker

DEEP as a service
(WPs6)

PAAS ORCHESTRATION SERVICES
(WP5)

(

WP4 COMPONENTS

OPENNEBULA
KVM
PCI PASSHTHROUGH

OPENSTACK
pCl PASSHTROUGH NOVA-LXD

QCG SSH SLURM CHRONOS MARATHON
HPC MESOS
UDOCKER NVIDIA-DOCKER

KUBERNETES
NVIDIA-DOCKER

1 1 1 131 1 1

GPU
BAREMETAL



PaaS components

&0

Hybrid DataCloud

Develop/Improve support of

deployments requiring GPUs and

Infiniband

Better support for the hybrid i

mult.|-5|te deploer\ents e s

Provide Tosca recipes for all

required deployments Monitoring /
H service

Orchestrator
(TOSCA-compliant)

M service

Paas u service Orchestration

s

Managed Service / Application Deployment

H service

IM

M service

g

Dynafed FTS
K service K service

- | % |

Cloud platforms / HPC _ ‘

QoS/SLA
Management
M service
CMDB Information
H service provider
CloudProvnder : -
Ranker Accounting

H service

|

7

Onedata

M service

Posix / COMI / WebDav l



DEEPaaS components

Hybrid DataCloud

Alien4Cloud: TOSCA template composition &
deployment

4 ALIEN 4 Cloud X =
< 88 Q @ localhost o ; c . ) >0 =
-@- L Applications & Catalog /& Administration

TestApp Environment Topology Editor (0.1.0-SN.

& Download OUndo CRedo PRemote lPull fPush
O Selected node

Compute (& = =

Type: Compute @

12/dwa| 9pON PPV 4

~ Properties

Q& # @ zabbix_server orchestrator.clou.. @ ko)

sindu| (e

Q& % @ zabbix_server_.. 10051 =z k)
& % ® zabbix_server_.. Linux 668c875e- O '-:
| 9a39-4d.. @ g
3

~ Capabilities

v scalable Scalable 00 (00)

& % @ min_instances @ o

o
o % ® max_instances @ L) §>

s
& % @ count @ o3 ) g’

S
a % |®| removal_list 3 5o K
& % ® default_instan.. @ O 6

DEEP Open Catalog/Marketplace:

provides the universal point of entry to all services offered by DEEP.

DEEP Open Catalog

D

Quickstart

1. Choose a module 2.Download & execute

Browse all modules

b 5000:5000 deephdc/deep-ac-g

DEEP OC Conus Classification DEEP OC Massive Online Datze

€2 Try instead!

. o W8 services, library/tensorflow, library/lasagne, docker M services, docker
s u -p 5000:5000  decphc/deep-oc-generic-
A trained Xception net on Tensorflow/Keras to classify conus Massive Online Data Streams analysis.
Need GPU access?
marine snails.

DEEP OC Phytoplankton

M services, library/tensorflow, library/lasagne, docker

A trained Xception net on Tensorflow/Keras to classify
phytoplankton.

DEEP OC Plant Classification DEEP OC Retinopathy

@ services, library/tensorflow, library/lasagne, docker @ services, docker




DEEPaaS components

Hybrid DataCloud

Deep Learning Applications

INTRO IMAGE RECOGNITION MISCELLANEOUS

This webpage gathers all the applications developed at the Instituto de
Fisica de Cantabria (IFCA) using deep learning techniques.

Image Recognition

Plants
EZN

Author Ignacio Heredia

Description
This application classifies a plant image among 6K
plant species (mainly from Western Europe).

More info
o Paper

o Github

REST API that is focused on providing unskilled users with
access to machine learning models.

DEEP as a Service API endpoint®

[ Base URL: / ]
http//localhost:5000/swagger.json

DEEP as a Service (DEEPaaS) API endpoint.

models Model information, inference and training operations W

‘ /models/ Return loaded models and its information ‘

‘m /models/imgclas Return model's metadata ‘

‘ /models/imgclas/predict Make a prediction given the input data

| /models/imgclas/train Retrain model with available data

Models v

Models >

ModelResponse >

ModelMetadata >



SQA, Release, Maintenance, Support and Testbeds dmp

Hybrid DataCloud

Delivery Pipeline

Plan and design ||
= Bl E =

Feedback |
i k WP3
WP4 —Ii CI/SQA CcD > sviv ;.Elgaso
Implementat|on maintenance

WP5

WP6

Development and
integration

Development Work Packages




DEEP core components: CI/SQA phase

Hybrid DataCloud

“A set of Common Software Quality Assurance Baseline Criteria for Research Projects” http://hdl.handle.net/10261/160086

Open access, open for contributions:

https://github.com/indigo-dc/sga-baseline

— e —)
N = O w

© No bk wwbd -

Code fetching

Code style check

Unit testing coverage

SLOC metrics gathering
Functional and integration testing
Code Review

Documentation

Automated Deployment

Security linter/scanner
Vulnerability check on dependencies
Delivery

Notifications

Mine
/) a— ) (e

E———
Feedback \
Code sLOC Vulnerability
style check metrics check
; atherin
:;:p::::;h 9 9 Identification of
S Measure the size of publicly disclosed Notification
specific ines of the software vulnerabilities in the
e e product by means list of dependencies Incidence creation
violation has been of source lines of of the software in JIRA issue
W found W FIEEELE W ey tracking system
O O O O O O O
O
Codefetch PN pipqestng  WIEEETEM . ey ocivey
Unit testing Security scan
Obtains code for coverage Antifact buillding

the change. It will
be evaluated in
the following
stages

Computation the
percentage of
units of code
being tested

Secunty static
analysis that
searches for

common security
issues present in the
code

and publcation

11


http://hdl.handle.net/10261/160086
https://github.com/indigo-dc/sqa-baseline

SQA controls

Code coverage

10C
Code style standards used by DEEP-HDC products :
Code style check &
J.avaI o
Google ® .
Style ~———— Golang S
® Python PEPS (4 - 40%) 3 a
OpenStack o
Style ® Java Google Style (2 - 20%) 30
® Golang (1 - 10%) 2
‘_ Ag:ilile OpenStack Style (1 - 10%) 1(
Python Y::"_ ® Ansible Style (1 - 10%) 0
PEP8 specificatio ® YAML specification (1 - 10%)
n github PR
e 8 alberto-brigandi merged commit 7ee2da1 into master on 12 Nov 2018 Hide details

Bandit (Python): security check

& C @

indigo-datacloud.eu

i:} Most Visited "B Cheat Sheet for Git @ Re

e Manageme.

Il Git Cheat Sheet Ov.. (B Using RPM to Instal

7 checks passed

v SonarCloud Code Quality check passed; 62.2% Est. post-merge coverage
+  continuous-integration/jenkins/branch This commit looks good

v continuous-integration/jenkins/pr-merge This commit looks good

v continuous-integration/travis-ci/pr The Travis Cl build passed

v continuous-integration/travis-ci/push The Travis Cl build passed

v security/snyk - pom.xml (concept-reply-it) No new issues

v tépc-bot Test

S Online LaTeX Editor.

@ Matrix-based securi

Back to v1.7.5 |bandit |

STV

hardcoded_bind_all_interfaces: Possible binding to all interfaces.

Test ID: B104
Severity: MEDIUM
Confidence: MEDIUM

File: IM/config.py
More info: https://b

andit.readthedocs.io/en/latest/plugins/b104 hardcoded bind all interfaces.html

56 XMLRCP_PORT = 8899
57 XMLRCP_ADDRESS = "0.0.0.0"
58 ACTIVATE_REST = False

Revert

Details

Details

Details

Details

Details

Details

Details

Products
d--p

Search docs

User documentation

B Technical documentation
Mesos
Kubernetes
OpenStack nova-Ixd
uDocker

Miscelaneous

Cloud

Unit testing

m Alien4Cloud-DEEP ® Cloud-Info-Provider

m DEEPaaS AP| i IM m PaaS Orchestrator

m Orchent m TOSCA Types & Templates
udocker m vRouter

© Edit on GitHub

Read the Docs

Docs » Technical documentation

Technical documentation

These pages contain technical notes software documentations, guides, tutorials,
logbooks and similar documents produced with DEEP Hybrid DataCloud project

Mesos

Introduction

Testbed Setup

Prepare the agent (slave) node

Testing Chronos patch for GPU support

Testing GPU support in Marathon
Running tensorflow docker container
References

Enabling open-id connect authentication

Kubernetes

« DEEP: Installing and testing GPU Node in Kubernetes - CentOS7
« Installing GPU node and adding it to Kubernetes cluster

OpensStack nova-lxd
« OpenStack nova-Ixd installation via Ansible
« Deploying OpenStack environment with nova-Ixd via DevStack

« Installing nova-Ixd with Juju
« OpenStack nova-Ixd testing configuration

uDocker

¢ uDocker new GPU implementation

Miscelahdous

D elkmet e it AADC




DEEP core components: CD

Hybrid DataCloud

Delivery Pipeline

Delivery: Automatic build 4
e RPMs/DEBs. N
e Docker images. .
e Python packages. Ry

DEEPaaS component — PyPl automatically. / Feedback

7 Announcement
Notification: Immediate availability of artefacts: =~ Automated stages Notification o
o . . part of Jenkins CI/ICD pipeline : : €W product version
e Automatic creation of JIRA issue. ass‘:;;:(;stf)u\?vg;ig?\?a’\cts working in tgedpreview
. . testbe
e Component version and artefact location. W2 technical coorainators are e
cpe .- . e ivsons Do ndlicels St il e
e Notification sent to WP3 for testing. W S v
O O O ©
Delivery = e Preview testing
Artifact building & publication Artifacts from Delivery

stage are deployed by

Types of artifacts currently delivered: B =
s 4 WP3 testers in the preview

« RPM/DEB packages (INDIGO testbed

package repository)
* Docker images (DockerHub) WP2 is involved, relevant use case's
* Python modules (PyPI) applications are tested with the new

product version

13



DEEP core components: Deployment Pilot Preview

IFCA/CSIC

OpenStack (DEEP-IAM)
https://portal.cloud.ifca.es/
Nextcloud (DEEP-IAM)
https://nc.deep-hybrid-datacloud.eu
Object store: Swift
https://swift.api.cloud.ifca.es

Hybrid DataCloud

PSNC

OpenStack (DEEP-IAM)
https://cereus.man.poznan.pl/horizon
Mesos(DEEP-IAM)
https://cereus.man.poznan.pl/mesos
HPC cluster

ui.eagle.man.poznan.pl

Luxembourg
Yok _f

lISAS

OpenStack
https://horizon.ui.savba.sk/horizon/
Mesos (DEEP-IAM)
https://mesos.ui.sav.sk/mesos-web/

s

b

5)l.GPUs provided by: CSIC/IFCA, PS
Infiniband provided by: CSIC/IFC

LIP/INCD
OpenStack

Monaco

r

P
Andorra

CNAF/INFN
DEEP - Indigo IAM

@Poland

/—L/\J—W

Slovakia

SRV E

Croatial\/ "~

\ Bosnia and
‘f.Herzegovina5 Serbia

AN -

Montenegros ” "
s\ Kosovo!

https://iam.deep-hybrid-datacloud.eu

OpenStack (DEEP-IAM)

https://horizon.cloud.cnaf.infn.it/dashboard

Delivery Pipeline

Feedback

Announcement
\ges New product version
working in the preview

testbed
JIRA issue is closed, project-wide
Stage 9 announcement
O O
A4 A4

https://nimbus.ncg.ingrid.pt/
IM
https://im.deep-hybrid-datacloud.eu:8800

Alien4Cloud
https://ad4c.nca.ingrid.pt

Paas services
Orchestrator(DEEP-IAM)
https://paas.cloud.cnaf.infn.it/orchestrator/
CloudProviderRanker, Zabbix-wrapper
SLAManager, CMDB

L= W o & 1

Stage 10

Preview testing

Artifacts from Delivery
stage are deployed by
WP3 testers in the preview
testbed
WP2 is involved, relevant use case’s

applications are tested with the new
product version

14


https://nimbus.ncg.ingrid.pt/
https://im.deep-hybrid-datacloud.eu:8800
https://a4c.ncg.ingrid.pt
https://cereus.man.poznan.pl/horizon
https://cereus.man.poznan.pl/mesos
https://portal.cloud.ifca.es/
https://nc.deep-hybrid-datacloud.eu
https://swift.api.cloud.ifca.es
https://iam.deep-hybrid-datacloud.eu
https://horizon.cloud.cnaf.infn.it/dashboard
https://paas.cloud.cnaf.infn.it/orchestrator/
https://horizon.ui.savba.sk/horizon/
https://mesos.ui.sav.sk/mesos-web/

DEEP core components: Software releases

Hybrid DataCloud

Release, Maintenance & support schedule Delivery Pipeline

Upcite ,
Aype Nov Dec Jan Feb Mar Apr May Jun Operations

S standard
T security

Time-based releases: Feedback

2 major releases planned during

the project lifetime Notification Announcement

New product version

JIRA issue creation, e ;
working in the preview

assigned to WP3 contacts

Define periods for full and e tecical conrnators e I ;ecs,r:pm,w.m

standard maintenance, security W e Epotpnes

updates and end-of-life. O O O O
Delivery Preview testing m

U pd ates Of th e com po nen ts an d Artifact building & publication Artifacts from Delivery

services are provided as soon as Types of artacts curently deliverec Wk o 08

new versions are announced and the =Szl estbed

* Docker images (DockerHub) WP2 is involved, relevant use case's

SQA pi pel i n eS a n d CO ntro I S fi n is h EREIDOE RN (Y applications are tested with the new

product version

successfully. 15



DEEP-1/Genesis release

Hybrid DataCloud

DEEP -1 (Genesis) QC reports

Product

Alien4Cloud-"plugin"

Cloud-Info-Provider-
DEEP

DEEPaa$S API

PaaS Orchestrator

Orchent

TOSCA Types &

Templates

udocker

vRouter

ves
code tag
® | 110
® 0104
(V] 010
(V] 175
(V] 211
-FINAL
(/] 12.2
(/] 3.0.0
V] 113
® | DeePvi

License CodeStyle Unit
Testing
(%)
o o ®-70
(lowest:55)
o o Q=97
(lowest:
86)
(/] (V] ®-=99
(lowest
95)
o o 0 -o5
(lowest 75)
V] V] Q-7
(lowest 71)
o * *
(/] N/A N/A
o o Q-9
(lowest
62)
(/] -

Functional
Testing

Integration
Testing

Docs

Code
Review

Automated Security
Deployment
v = manual (/]
* = o
manual
(V) o
(/] *
* = o
manual
o o
(/) 3
L/ ]
o

Artefacts

docker
image: @

om &

debs: @

docker
image:

docker
image: @
rpm &

debs: 0

docker
image: @

rpm &

debs: @

tarballs:

o

tarballs:

o

Ansible
playbook

Pinned Tweet
DEEP Hybrid-DataCloud @DEEP eu - Jan 18 v
@20 The first software release of our project, codenamed , Is out! We
deliver a comprehensive architecture for
as and components that are orchestrated thanks to
solutions

d/ /p

FIRST SOFTWARE RELEASE

DEEP - Genesis

INDIGO-DataCloud, KIT Karisruhe, Helmholtz_Muenchen and 6 others

®) v s L K] )

Upstream contributions

Upstream Code Link

https://github.com/openstack/tosca-parser/commit
/3af43ch9a88863cch7f8991ca379163fe23f33e3

Tosca-parser

https://github.com/openstack/tosca-parser/commit
/23cd991e884b67d41378a69ee30ef38b5d760e68

https://github.com/openstack/tosca-parser/commit
/c08022d0b71ca7936e084bc40805af0b89b724ae

Apache-libcloud https://github.com/apache/libcloud/pull/1215
https://github.com/apache/libcloud/pull/1242

https://github.com/apache/libcloud/pull/1269

Apache OpenWhisk https://github.com/apache/incubator-openwhisk-devtools/pull/165
https://github.com/apache/incubator-openwhisk-devtools/pull/162
https://github.com/apache/incubator-openwhisk-devtools/pull/161

cloud-info-provider https://github.com/EGI-Foundation/cloud-info-provider/pull/137
https://github.com/EGI-Foundation/cloud-info-provider/pull/126

https://github.com/EGI-Foundation/cloud-info-provider/pull/119

16
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User communities and applications

Hybrid DataCloud

30O il %1

Citizen Science: Plant classification [1 Image Classification - | 5005 o e

INDIGO Plant Recognition INDIGO Plant Recognition

For training and testing image classifiers (CNNs; TensorFlow).
From this model the following services are derived:

Camelliajaponica €  49.2%

. Plants (dataset: up to 1 TB)

Rosa chinensis @ 191%

Vaccinium myrtillus (i) 4.0 %

. Conus marine snails
. Seeds

. Phytoplankton

Earth Observation: Satellite Imagery

Explore application of Machine Learning for satellite
imagery (e.g. remote object detection, terrain segmentation,
meteorological prediction).

super-resolution

Currently being developed is super-resolution
service to upscale low resolution bands to high resolution with
deep learning (e.g. DSen2; TensorFlow. Dataset: ca. 1 TB)

17



User communities and applications

Hybrid DataCloud

Biological and Medical Science: Retinopathy

Diabetic retinopathy is a fast-growing cause of blindness worldwide. The
use-case focuses on a deep learning approach (CNNs; TensorFlow) to
automated classification of retinopathy based on color fundus retinal
photography images (DR=0 (=healthy) .. 4 (blind)).

Dataset: ca. 100 GB

DR=4

Computing Security:
Massive Online Data Streams: Online analysis of data streams -

Intrusion detection systems: provide an architecture able to analyze o
massive on-line data streams, also with historical records, in order to
generate alerts in real-time. Based on proactive time-series prediction oo
adopting artificial neural networks (e.g. LSTM, GRU; TensorFlow). Dataset: = - o s - - e 0 =
100 GB currently, then up to 2 TB /day

0
ume

dataset, prediction (train), prediction (test)

Physics: Post-processing

Of HPC simulations (Lattice QCD): analysis of a large number of configurations for Lattice QCD simulation. Move the
configurations to long-term storage, perform checks and metadata operations. Requirements: Infiniband, data of 1 TB
18



DEEP serves different users’ profiles

Hybrid DataCloud

TR

e
-
TensorFlow

Unskilled” Users: want to use a trained deep neural network for
prediction/classification of their own data

— no expert knowledge of ML

— no access to high-level computing resources

Intermediate” Users: want to use a trained deep neural network
and adapt it for solving their problem (transfer learning)

— some knowledge of ML

— access to limited computing resources

Advanced” Users: want to develop their own deep neural
network (with special requirements as e.g. data privacy)
— expert knowledge of ML

— need access to high-level computing resources

(*) - knowledge level

&

docker

DEEPaaS API

eXtreme DataCloud

docker dCache

DEEPaaS API

7

e

& eXtreme DataCloud
docker ONZJATA l
dCache

€ coOKIECUTTER

DEEPaaS API

19



DEEP from a user point of view

Hybrid DataCloud

®
DEEP Technological Supports -
DEEP Leading Interaction

<-----u-:-

https://marketplace.deep-hybrid-datacloud.eu/

R

main entry point

DEEP Docker Hub
Marketplace Repositories

Information
Presentation

Intermediate Advanced N DEEP —
Users Users

‘Continuous Deployment

User-Centric
Policy

......... DEEP
DS Template
Structuredldevelopment

User Settings

‘Continuous Integration &

DEEP HybridDataCloud GitHub

Pilot e-Infrastructure Repositories DevOps

Authentication - Authorization - Storage - Computing - Orchestration

Unified token-based authentication 20


https://marketplace.deep-hybrid-datacloud.eu/

DEEP CI/CD for user applications

Hybrid DataCloud

WP3 !.gagemei WP2

Development and integration in cloud resources.

Jenkins pipeline for user applications:

Cl/SQA: Code style, security scan.

CD:

Immediate availability of application.
Automatic building (Docker images).
Automatic publishing (Docker Hub).
Notification (email to developers).

Continuous Delivery

Code
style check
Complance with
style standards.
Points to the Delivery
specific knes of
i Anifact building
W violation has been W TR W
n
found i iz
Codefeich gy Securtyscan iy  Notification
Obtains code for Security static E-mail reporting to
the change. It will analysis that apphcation
be evaluared in e developer's

the following
stages

common security
issues present in the
code
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DEEP user applications

Hybrid DataCloud

WP3 ngageme WP2

Code version Code testing & 2IOE I T :Deployto test D Fost . : S Blue-Green N
i push to test . : ~ ' deploym ~ t deployment b
control Quality Control registry i environment y i . ' : P i on production -
""""""""" e R,
O @Jenkins @Jenkins FL-Jr:c_U:)r_\a_\l%%ﬁ-,o_\:o . Deployment “.
- 2 YL ! for long y
github.com/ flake8 / PEP8 @ docker | ! training 7
deephdc Bandit ! DEEPOpenCatalog
security 7
sCanner BANDIT
Unit tests

Coverage report
P A
‘D DEPENDENCY-CHECK

OWASP
Dependency-
check

______________
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Achievements: users perspective

Hybrid DataCloud

o Encapsulation and isolation of different environments (using container)
- Enable operativity in different infrastructure

o DEEPaaS as an entry points with flexible design
- Allow different training arguments for each use-case

o« DEEP DS template and DEEPaaS API

- ready-made template that facilitates standardisation and (semi)automatic
creation of necessary files and codes
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Achievements: users perspective

Hybrid DataCloud

o DEEP OC software automation DevOps: CI/CD pipelines for
user applications

e DEEP Leading Interaction
o A good way to provide technical support for users as well as
accompanying "HowTo" documentation with details
o Udocker extended support
o Older Linux kernels are also supported and does not require root
privileges
o Functionalities were critically valuable in test running docker images
at an old local cluster.
e Orchestrator Dashboard: WebUI where users can submit

TOSCA templates to the orchestrator
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Use cases status

Hybrid DataCloud

Plant
Classification

Satellite
Imagery

Retinopathy

Problem

Automatically identify plant
species from images using
Deep Learning

Goal

Perform image
classification on different
datasets by performing the
so called transfer learning

DEEP services

Tensorflow, Keras via
DEEP PaaS
Orchestrator,
OIDC-agent

Status

Deployed through
orchestrator and
oidc-agent in the
DEEP testbed

Explore possible applications
of machine learning
techniques to satellite
imagery from different
sources

Support a super -resolution
service to upscale low
resolution bands to high
resolution with Deep Neural
Networks

Tensorflow, Keras,
Pytorch via DEEP Paas
Orchestrator,
OIDC-agent,
Alien4Cloud

Only DEEPaas API
available

Will be implemented
in the DEEP testbed
via A4C

Automated classification of
retinopathy based on color
fundus retinal photography
images

Perform deep learning
approach for image
classification

Tensorflow via DEEP
PaaS Orchestrator,
OIDC-agent

Deployed through
orchestrator and
OIDC-agent in the
DEEP testbed

Intrusion detection systems:
provide an architecture able
to analyze massive on-line
data streams, also with
historical records, in order

Generate alerts in real-time
using ML and DEEP
learning approaches.

Tensorflow, Keras via
DEEP PaaS
Orchestrator,
OIDC-agent,
Alien4Cloud

Deployed through
orchestrator and
OIDC-agent in the
DEEP testbed.

To be implemented
via A4C
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Hybrid DataCloud

DEEP-HybridDataCloud highlights
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DEEP vision & work on Software Quality Assurance

® Vision:

o  We support the HLEG vision on delivering quality software for the EOSC

o We produced “A set of common software quality assurance baseline
criteria for research projects”
m http://hdl.handle.net/10261/160086
m Done together with the eXtreme DataCloud and INDIGO projects
m On 2019: Open for collaborations, collaborative document:
https://indigo-dc.github.io/sqa-baseline/

o Objective: align baseline criteria within different projects
e Work:

o Current EOSC synergies (eXtreme-DataCloud)
m SQA baseline
m Automation: continuous integration and delivery for core products
e Common library for Cl/CD pipeline functionalities
m Agile software development: jump-started from WP2 requirements

o DEEP goes beyond: automation techniques supporting user communities

Hybrid DataCloud

A set of Common Software
Quality Assurance Baseline
Criteria for Research Projects

Abstract
aver of quaalie proeines and best g ey

v
0 voltw are prvadun 1y

m Continuous integration and delivery pipelines in place: Docker Hub images re-creation triggered by

changes in i) DEEPaaS and ii) application itself

m Initial continuous deployment prototype: readiness/provision of training and inference as a service

|
descriptions

Rendering and generation of the marketplace portal: leveraging (JSON) schema- validated metadata
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http://hdl.handle.net/10261/160086
https://indigo-dc.github.io/sqa-baseline/

DEEP-Genesis: 1st platform and release

Hybrid DataCloud

e First software release and prototype platform released d- *P
Jan. 2018 =

e More than 12 software components, 4 different services, o
several upstream contributions, more than 10 models in FIRST SOFTWARE RELEASE
marketplace DEEP - Genesis

e DEEP-Genesis: initial service catalog
o All services are OIDC-ready and follow the AARC and
AARC2 blueprint recommendations

Service Functionalities Preview endpoint
Visual application topology » Graphical composition of complex application

composition and topologies https://adc.ncg.ingrid.pt
deployment * Deployment through PaaS orchestrator

ML/DL training facility as a » Provide continuous training and retraining of

service developed models On demand

* Deployment of DEEP Open Catalog
DEEP as a Service components as server-less functions
» Provide inference/prediction endpoints

(beta, internal preview only)
https://deep.cloud.ifca.es/

* Ready-to-use machine leaming and deep
learning applications, including:
DEEP Open Catalog » Machine learning frameworks + JupyterLab https://marketplace.deep-hybrid-datacloud.eu
» ML/DL ready to use models
» BigData analytic tools



Collaboration with ongoing initiatives

Hybrid DataCloud

o Collaboration with EINFRA-21 projects:

- eXtreme-DataCloud: Integration of data management solutions (XDC) and
computing solutions (DEEP), exploiting event driven executions. Work on software
quality.

- DARE: Provide ML/DL services to integrate into workflows

o Collaboration with other initiatives:

o EOSC-Hub: integration of developments into production tools
(cloud-info-provider, TOSCA-Parser).

o EGIl.eu: Improved support for accelerators in Cloud resources

o Developments merged upstream

o Collaborations with external user communities:
- Royal Botanical Garden of Madrid, LifeWatch ERIC, Mouse Motor Lab (Rowland
Institute Harvard), Centre for Automatic and Robotics (CSIC)
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Selected DEEP early results

Hybrid DataCloud

» G. Nguyen, S. Dlugolinsky, M. Bobak, V. Tran, A. Lopez Garcia, |. Heredia, P. Malik, and L. Hluchy. “Machine

Learning and Deep Learning frameworks and libraries for large-scale data mining: a survey”. In: Artificial .‘d -

Intelligence Review (Jan. 2019). ISSN: 1573-7462. DOI: 10.1007/510462-018-09679-z intelligence

Review

»  User communities publications:

- N. Tran, T. Nguyen, B.M. Nguyen, G. Nguyen. “A multivariate fuzzy time series resource forecast model for clouds using
LSTM and data correlation analysis”. Procedia Computer Science, Elsevier, 2018, Volume 126, pp. 636-645, ISSN 1877-
0509. DOI 10.1016/j.procs.2018.07.298

- G. Nguyen, B.M. Nguyen, D. Tran, L. Hluchy. “A heuristics approach to mine behavioural data logs in mobile malware
detection system”. Data & Knowledge Engineering, Elsevier, 2018, Volume 115, pp. 129-151, ISSN 0169-023X, DOI
10.1016/j.datak.2018.03.002

- B. M. Nguyen, H. Phan, D. Q. Ha, G. Nguyen. “An Information-centric Approach for Slice Monitoring from Edge Devices
to Clouds”, Procedia Computer Science Volume 130, 2018, Pages 326-335. DOI: 10.1016/j.procs.2018.04.046

» Published articles by user communities not in the project, exploiting DEEP-HybridDataCloud software
components:

- 1. Heredia Cacha. Application of a Convolutional Neural Network for image classification to the analysis of collisions in
High Energy Physics. CHEP 2018 Conference, Sofia, Bulgaria. Oral Contribution

- L. Lloret; I. Heredia; F. Aguilar; E. Debusschere; K. Deneudt; F. Hernandez. Convolutional Neural Networks for
Phytoplankton identification and classification. Biodiversity Information Science and Standards. 2018. Oral
Contribution

- F. Pando; I. Heredia; C. Aedo; M. Velayos; L. Lloret; J. Calvo. Deep learning for weed identification based on seed
images. Biodiversity Information Science and Standards. 2018. Oral Contribution



Hybrid DataClou d
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Next steps: users perspective

Hybrid DataCloud

o Serverless framework planned to be developed
- based on OpenWisk platform
e Further development of FLAAT:
o FLAsk support for handling OIDC Access Tokens
o Extend the CI/CD pipeline:
o Include deployment, testing of produced application Docker images from its
DockerHub repository.
e General improvements:
o Improve documentation based on feedback from users.

o Perform training actions: through dedicated video conferences and webinars
o Individual support through 1-to-1 TeleConferences

o Development Docker Image (DDI)
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